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Develop new radar techniques, based upon statistieal
methods, which are applicable to automatic radar systeins
Wwith 1ncreas«ed detectlon capabllltles The spemflc phase

@f an electronlc gener tor @f rawdom numbers whie]

used in laboratory experiments, evaluation of radar detector
performance by Monte Carlo methods, and in simulation of
physical phenomena.

RESULTS

An electroni¢ generator of random numbers has been
ed and evaluated, This random number generator
has been used to generate a sequence of ones and zeros
with a predetermined probability of a one in the evaluation
of an experimental sequential detector. The device has
also been used to generate random sequences of ones and
zeros in simulating the input to an experimental track-
before-detect system being developed at NEL.

RECOMMENDATIONS

Consider the RNG suitable for application to digital
systems requiring the use of random numbers.
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Work was performed under SF 001 02 05, Task 6072
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In the course of preparing this report it came to the
attention of the authors that a similar device for generating
random numbers was discussed in a paper by Jan Havel.?!

(See list of references at end of report,)
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INTRODUCTION

The random numbetr generator (RNG) described in this
report generates 14=bit random nuinbers at a 15=ke/s rate,
All 14 bits are generated simultarieously, each bit being
generated by & separate sub=unit. The RNG was developed
to be used in conjunction with an experimental sequential
detéctor constructed at the U. S. Navy Electronics Labora<
tory.® A sequence of ones and zeros with a predetermined
probability deseription was needed as an input to the de-
tector. This binomial sequence was generated by compar-
ing the output of the RNG with a preset 14-bit binary num-
ber. Subsequently the RNG output has been used in the
process of generating random sequences of ones and zeros
in simulating the input to an experirnental traek-before-
letect system being developed at the Navy Electronics
Laboratory.® This report describes the generation of the
random numbers, discusses the statistical evaluation of the
RNG, briefly describes how the first application mentioned
above was made, and mentions possible other uses of such
a deviee,




MONTE CARLO METHODS

Various numerical calculations ¢an be carried out with
the use of random numbers. The term "Monte Carlo" is
usually applied to any such ealculations. As an exariple,

1

Suppose it is desired to find the value of f(x»)dx, where
0<f(x)<t. This value can be estimated by setting up a
stochastic process involving a random variable y, with the

property that E(y) = ff(x)dx where E(y) is the expected

6!
value of y. Some sort of sampling procedure would yield
the estimate. One method of sampling would be as follows:
From a set of random numbers uniformly distributed in the
interval (0, 1), draw two samples g and t. If y = 1 for

Fls) = ¢, and y = O otherwise, then Bfy) = I Flxydx.

Monte Carlo methods can also be applied to the evalu=
ation 6f charactéristics of tests of statistical hypotheses.
For example, suppose x is a random variable with fre-
quency function f (., 8), and it is desired to test the hypo-
thesis H,: ¢ = 6, against the alternative H, ;: 6= 8,. Ob-
servations are to be made on the random variable x, and
some criterion is established by which either H, or H, is
accepted (e.g., the Neyman=Pearson test). Let 4 (H,) and
An(H, ) be the number of times out of 7 tests that H, and H,
respectively are accepted. For large m, when 6 = 8,, then
A~ By (Hy )/m; and when ¢ = 6, then B~ %y (Hy)/m, where a
and ® are the probabilities of type I and type II errors, re-
spectively. If the number, n, of observations required in
each test is a random variable (e.g., sequential tésts),
and if ¥ is the total number of observations required for m
tests, then E(n)~ #Mn .

These are only two of many applications of Monte
Carlo methods, Other applications include: estimation of
collisions involving neutrons or other particles, solution
of differential and integral equations, and the inversion of
matrices.



SEQUENTIAL DETECTOR EVALUATION
BY MONTE CARLO METHODS

‘The see@rrd‘ example r’n'eﬁ‘ﬁ’iOned abwe suggested e‘valu-

by Monte Carlo methods‘. It was for thlrS purposwe that the
random number generator was developed. A seéquential
detector to deteet signal in the presence of noise i radar
video was to be evaluated. The video was quantlzed inte
two levels, oné and zeéro: herce the detector was a "bino-
mial sequential detector.” 2 It was assumed that when
only noise was presefit the probability of observing a 1 was
ps and when both signal and noise were present the proba-
bility of ebsefving al was p; . A Wald sequernitial probabil-
ity ratio test* was to be used to test the hyp@thes»ls Hs :p = Po
against the alternate Hy:z =py. detector characteris-
ties were evaluated by Monte Carlo methods utilizing the
random number generator This requlre-d generatinig & se-
guence {xL} where x, = 1 of Xy
Prob {x 1}= n where p is the parameter of the binomial

dlstmbutlon considered. The method for generating this
sequence will be described later.

Briefly, the operation of the detector was as follows:
An aceumulator was loaded initially with a quantity
D, (0=D,=1). For each 1 observed, a quantity D (0sDg<1)
was added to the contents of the accumulator, If the contents
of the accumulator were then greater than or equal to 1, H,
was accepted; if not, another observation was made. For
each 0 observed, a quantity Df( <D f<1) was subtracted
from the contents of the aceumulator. If the contents of the
accumulator were less than or equal to zero, Ho was accepted;
if not, another observation was made. Hence, after initially
loading the accumulator with D,, observations were made
until one of the hypotheses was aeccepted. By repeating this
process a large number of times for each of several differ-
ent values O,,f'_p (p = Prob {xb = 1}) and for each of several
different values of D,, Dg, and Dy, the detector character=
istics were evaluated. A complete description of the detector
and its evaluation is found in reference 2.



NG EQUIPMENT

A block diagram of the random number generator
{RNG) is shown in figure 1. The RNG generates a 14-bit
binary number with the property that the probability is 2
that any particular bit is a 1. Also each bit is independent

——— TE—— 1
T Lo
i, 4y QuTPUTS

SERIAL
QUTPUT

Figure 1. Block diagram of the random number
generators

of all other bits; i.e., each bit is generated by a separate
sub=unit, The output of the RNG is either serial or parallel
depending of the particular application to be made of the
output. The output of the RNG can be considered to be &
sequence of integers uniformly distributed in the interval
[0, 2% - 1] such that, for each observation x5

Prob {x;=%}=27""for 5 =0, 1,...2" -1. A detailed de-
scription of the RNG follows.

The RNG was constructed from commercial plug-in
type digital modules together with laboratory developed
and constructed modular-type pulse generators. The digi-
tal modules utilize dynamie circuitry and operate synchro-
nously with respect to a 1-Mc/s clock frequency; i.e., the
"one" state is a 1-Mc/s train of -3 volt pulses and the
"zero' state is 0 wvolt dc. The modules are compatible



with inputs from other modules operating at the elock fre-
quency, and with inputs of de voltages. For example, a
gate with a de input of -3 volts will assume the "one™ state.
Figure 2 shows the relationship between a gate output and
its input. It should be noted that, although a particular
type of logic device is discussed, an RNG of this type need
not be restricted to their use.

u —— 1 = — S

—topsEC—] [~ t0puSEC—s]

~ INPUT TO GATE

TE QUTPUT

TINE

Figure 2. Relationship between a gate output and
its input.

Details of Operation

Pigure 3 is a block diagram of a typical sub-unit,
gram of the pulse relationships of the various e.:omﬁ:onentS%
of a typical sub-unit, figure 5 is a photograph of a thyra-
tron noise generator and random-width-pulse generator
module, and figure 6 is a photograph of the complete RNG,
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Plgure 3. Block diagram of a typical sub-unit.
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FPigure 4. Pulse relationships of the components
of & typical sub-unit.
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The following deseription refers to one of the fourteen
sub-units which constitute the RNG. The output of a thyra=
tron noise generator is amplified and used to control the
pulse width of a pulse generator. The output of the noise-
controiled-pulse generator is a pulse-width modulated wave
of positive pulses (referenced to =10 volts) with their lead-
ing edges occurring at 15 kefs. The pulse width varies
randomly between fixed limits, the maximum width depend-
ing on the maximum modulation applied. The pulse=-width
variation about the mean is approximately symimettic.

The pulse-width modulated wave is applied to a gate which
is "on" during the interpulse period as indicated in figure 4.
Since the leading edges of the noise-modulated pulses oceur
at fixed intervals and the pulse widths vary randomly, the
interpulse durations also vary randomly. Hence the output
of the gate to which the pulse-width modulated wave is ap=
plied is a succession of random=length packets of 1-Me/s
pulses. These p: kets trigger a binary flip-flop which
changes state following each input pulse. At the end of
each packet the flip-= flop inay be in either state, one or
zero, and the flip-flop is not reset before the arrival of the
next packet of pulses. If the flip=flop is reset between
packets; any bias toward an even or odd number of pulses
in a packet shows up as a bias in the number of zeros or
ones upon sampling the flip~flop. In order to smooth out
this effect, the flip=flop is not reset between packets; it
remains in its prior state until the next packet arrives.

An analysis of this smoothing effect is given in the appen-
dix, In order to sample the state of the flip-flop, the out-
put of the flip-flop is AND-gated with a synchronous gen-
erator pulse occurring at 15 ke/s. The synchrorious gen-
erator pulse is delayed in such a manner that it appears
before the flip-flop stops. This procedure is used to avoid
any bias which might result from a tendency of the flip-flop
to assume a particular state, particularly as a result of
"pulse splitting' which might occur on the last pulse of a
packet, The output of the AND-gate will be a one or zero
depending on the state of the flip-flop at the time of arrival
of the synchronous generator pulse. This AND-gate output
is the output of one sub-unit of the RNG; the simultaneous
output from all 14 sub-units constitutes the RNG output,




Although a techniqgue for generating random binary
digits has been degeribed, the method can obviously be
extended to gemerate numbers to any integral base 7 {(n=2).
The random width pulses are applied to an AND=gate to=
gether with the output of a ¢lock of period ¢ seconds, the
product 7 being small compared with the smallest possible
random width pulse. The output of this gate will be a
series of packets of pulses, each packet containing a ran-
dom number of clock pulses. Since the product tn is
small with respect to the smallest posgsible random-width
pulse, the probability that a packet of pulses will contain
k(mod n ) pulses (£ =0, 1, ...,n- 1) is approximately 1/7.
Hence, if the event "% *("m@d n) pulses in a packet" is called
the digit ¥ (5= 0, 1,...,n~ 1), the output of the AND-gate
will be a sequence of random digits with approximately
equal probabilities of ocecurrence. In order to transform
the generated sequence into usable form, the AND=gate out-
put is applied to a counter (mod 7 ) and the state of the
ecounter is sampled he interval between packets of
pulses. The n possible states of the counter will be identi=
fied with the dlglts 0,1,...,72 = 1 in such a manner that 0
corresponds to 0 (mod n) pulses in a packet, 1 corresponds
to 1 (mod n) pulses in a packet, etc. For generating ran-
doim bmary digits thie counter takes the form of a simple
lop as previously ¢ ibed; for decimal digits a
decade counter would suffice.

Quantizing the RNG Output

As mentioned earlier, the motivation for developing
the RNG was to evaluate a binomial sequential detector by
Monte Carlo methods.?® The detector input was required
to be a sequence of enes and zeros with a predetermined
(fixed) probability of a ene. This detector input was gen-
erated in the following manner. The RNG output, 7, was
compared serially in a comparator ¢, with a preset (fixed)
number ¢. If R > ¢, then the output of ' was a one; other-

wise the output was a zero, Since 2™ binary numbers

13
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were equally likely as an output from the RNG, the fixed
number ¢ was chosen in such a manner that Prob {¢ = 1}
took any fixed value which was & multiple of 2°1* and was
between zero and one. The output of the comparator ¢ was
taken as the input to the detector.

TESTS FOR RANDOMNESS

To test the randomness of the RNG, four tests analo=
gous to those used by Kendall and Smith® were applied to .
the output of each of the fourteen sub=units. Alse indepens
dence between sub-units was tested in a manner to be de-
seribed below.

The simplest randomness test is the fréequency test.
This consists of counting the total number of ones in a
given sample. We expect the number of ones to be one-
half of the total sample size.

The serial test checks the tendency of a one to be fol-
lowed by a one or by a zero, etc, This test is performed
by sampling in pairs. We expect the pairs (1,1), (1, 0),
(0, 1), and (0, 0) to occur equally often.

If we sample the output of a sub-unit in blocks of three,
for example, then we expect one-eighth of the total number
of triples to contain no ones, three-eighths to contain a

single one, three-eighths to contain two ones, and one-
eighth fo contain three ones. This type of test is called
the poker test.



The last test applied to the output of each sub-uhit is
the gap test: It is performed by choosifig an arbitrary
binary digit, say a one, and then counting the number of
times a one is followed by a one, by a zero and then a one,
by two zetros and then a one, and so on. In other words,
we check zero gap, one gap, two gap; et¢c. We expect zero
gap to occiir one-half the time, ohe gap t6 occur one-fourth
the time, ete.

Independence between sub-units ig tested by gimulta=
neously sampling the output of two or more of the sub-units.
If the outputs of two sub=-units are sampled simultaneously,
then we expect the ordered pairs (0, 0), (0, 1), (1, 0), and
(1, 1) all to occur equally often. This is similar to the
serial test, except that here each member of the observed
pairs is the output from each of two different sub-units, A
similar situation results if three or more of the sub=units
are saimpled simultanheously.

A further test of independence is performed by quanti=
zing the 14=bit number at a certain level ¢ as previously
deseribed. Upon choosing ¢, the probability of a one from
the output of the quantizer (comparator) is fixed and the
expected frequency of ones is known.

The output of the RNG was also indirectly tested for
randomness. As mentioned earlier, the quantized output
from the RNG was used as the input to an experimental
binomial sequential detector, For many of the tests per-
formed on the experimental detector, exact analytical
computations furnished theoretiecal results, The results of
the Monte Carlo methods were in excellent agreement with
the theoretical results.

The ¥°® test, which was used throughout, tests the
goodness of fit of the observed frequencies to the expected
frequencies, The symbol x 2 is used to indicate the com-
puted ¥ value with ¢ degreés of freedom, The symbol P
is used for Prob{ x®2x,°}, and p* is used to indicate the
from that used by Kendall and Smith® to the statistic in-
dicated by I. J. Good.®

15
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RESULTS OF TESTS

Table 1 shows the results of the serial test on the out=
put of onie Sub=unit of the random number generator. The
expected numbet of pairs for each entry in the table is
2500, The data for the frequency test are easily obtained
from the same data, and the results of this test are in-

cluded in the table. The expected number of observed ones

in each row is 5000. The sample mean, p*, is given for
the indicated columns,

Table 1. Serial test {(pairs) and frequency test.
Ten blocks, 10, 000 pairs in each bloek,
Pairs , Obs.

X 2 P ‘ Ones

2502

2544
2460
2473
2539
2498
2556
2512
2547

2467

2495
2508
2524
2499
2502
2539
2499
2462
2465
2496

5495
2500

2524
2499
2502
2539
2499
2462
2465

2496

2440
2492
2569

2457

2424
2446
2564
2523
2541

vooooolf

(@}

102
923
. 002
.586
434
. 002
310
1.960

0.5 .

.35

.96

4997
5052
4904
4932
5041
5037
5055
4974
5012
4963

0.004

1,082
0.102
1..850
0.672

0. 543

1.210
0. 270
04058

+95

i 30
.75
7
!

24989

. 24989

24959
» 24989

24964
. 24964

0,019 .

50047

0.292

0.088

Table 2 shows the results of the poker test applied to
quadruples from the output of one sub-unit of the randem
number generator. In each row the expected number of
quadruples containing no ones or four ones is 1024, the ex-
pected number containing a single one or three ones is
4096, and the expected number containing two ones is 6144,
Again the data for the frequency test are obtained from the
same data, and the results of this test are included in the
table. The expected number of ebserved ones in each row
is 32, 768,



Table 2. Poker test {quadriples) and frequency test.
Ten blocks, 16,384 quadruples in each block,

Numbe# of omes in quadruple

O

1

2

3 PP

4 |

2

o

i

P

Obs:

| Ones

-

1010
1060.
1674
990
997
4058
1002
1053
1021
1026

4199
4421
4068
4070
4128
4157
4067
4000
4103
4154

6096

64124

6120
6212

6168
6081
6106

6034
6091

6149

4054
4084
4@58
4122
4052
4076
4144
4274
4145

4037

1028

998
1067

990
1039
1012
1065
1023
1024

L

3.667

2:198
4.60%
3.341
1..748
2,992
3.117
12.777
1. 064
1.7?@

379 |

45|
.70
.33
a§© 1
60 |
.56 |
.54
.0l
+90

32656
32604
32750
32820
32776
32595
32971
32982
32816

2635

= o mn =

1.642
05020

04004

.827
515
795
H41
080

-

38

20
.89
68
.95
.18
S
09

-30

Total 10288
P 06279

41067 61181
25065 . 37342

Table 3 shows the results of the gap test applied to the

41040
. 25049

10264
@@6265

1.807

<77 327605
499886

output of one sub=unit of the random number generator.
- The expected number of zero gaps is 8192, the expected

number of one gaps is 4096; etc. No frequency test results
are available from t

0

Length of gap

2

Gap test,

24

X

~ i — =

0.034 .85

T

8175
8165
8246
8094
8041
8187
8117
8194

8205

4118
4134
4130
4132

4129

4091
4083
4072
4057

4102

2046

2097
2035
2012
2089
2090
2048
2060
2065
2045

992
983
1014
984
1024
1080
1021
1064
1959

1057

3.132
0.762
2.974
2.740
7.364
0.174
3.620
2.357
1.495

1585

":81

.55
.94
é56
.60
£ 12

99

.67

.83

Total 81662

41048
. 25054

20587
. 12565

10275

. 06271

1.757

+ 78

17



Total
p*

18
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Table 4 shows results of an independence test between
two sub-units of the random number generator. The method
for obtaining the data is described previously. The ex=
pected number of pairs for each entry in the table is 4096,

Table 4. Independence test between two units,
Ten blocks, 16, 384 pairs in each block.

Pairs ‘ 3
-3

4123 4172 3985 4104 4,611 20
4078 4162 3990 4454 4,707 .20
4106 4151 4021 4106 2.161 .5%
4068 4054 4073 4189 2.862 . 40

4156 4025 4063 4440 2,848 . 40

4130 4166 4024 4064 2.994 .38
4128 4046 4122 4088 1.041 .80
4199 4041 4117 4027 4,598 .20
4031 4192 4145 4096 1,680 65

3983 4092 4250 4059 9.245 .02

41002
. 25026 . 25037 . 24896 « 25041

e Eamo ——

41021 40790 41027 0.949 .82

[ |

f
] i
}I
3

Table 5 shows results of quantizing the 14-bit binary
numbers from the random number generator. The quanti-
zing level used is such that the probability of a one is the
binary fraction .01010101010101 which has a decimal
equivalent of approximately . 3333129883, Hence the ex-
pected number of ones in each block is 5461 and the ex-
pected number of zeros is 10, 923,




Table 5, Quantization of 14=-bit number.
Ten blocks, 16, 384 observations in each block,

Ones Zeros X, P

5366 11018 2.479 .12
5412 10972 0.659 .42
5340 11044 4,021 +O4
5528 10856 1.233 « 27
5490 10894 0.231 .63
5446 10938 0.062 +80
5547 40837 2.031 .15
5472 10912 0.033 .86
5552 10832 2.274 #13
5466 10918 0.0069 +93

e ————

Total 54619 109221 0.00222 .9
p* .3333679  .6666321

Table 6 shows the results obtained from Monte Carlo
evaluation of the binomial sequential detector mentioned
earlier, for the particular values of D,, D, and D, in-
dicated. E(n) is the expected number of observations for

a single test, L(p) is the probability of accepting the null

hypothesis (H,) when p has a particular value, and p is the

probability of observing a one, Data for the columns
headed "Exact" were obtained by analytical computations
and the columns labelled "Exp,' contain the experimental
results,

19
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Table 6. Results of Monte Carlo evaluation of the binomial
sequential detector for D = 1/2, Df = 1/32, and Ds - 1/8.

Lip)

|  Exact

. 140625
. 15625
.171875
;1875
.203125
21875
234375
.25

. 375

1.00000  1.0000

. 99968
.99612
. 97390

. 9997
» 9’9‘57
. 9744
. 9439
. 8787
. 7819
. 6483
L4729
. 3452
. 2204
L0473
. 0145
. 0064
.0018

CONCLUSIONS

N

The results of the statistical tests gave no reason for
rejecting the hypothesis that the 14-bit numbers generated
by the random number generator are uniformly distributed.
Also, excellent agreement with theory was obtained in
Monte Carlo evaluation of an experimental binomial sequen~

tial detector.
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APPENDIX: ANALYSIS OF “"NOT RESETTING™ FLIP-FLOP

We assume that initially the flip-flop is in the zero
state and is not reset after being triggered by a packet.
Let p be the probability that a packet has an odd number of
pulses and pj be the probability that the flip-flop is in the
one state after having been triggered by % packets. We note
that p; = 0 and py = p.

Now p, =Q-plp,  +pll-p, )
= (1-2p)p, L TP
The general solution of this difference equation is

p, =2 *cll-2p)

Since p, = 0, We have ¢ = =3 .

Therefore

o0

. N3
P, 2(1=(1-2p) ")
Let : -
+¢, [ef<%

k2

then
(1-(-2¢)7)

-

B, =

and

2

limp, =
PR

Thus we see that if p differs from &, by taking % large
enough py, Wwill be as close to # as is desired, This is the
motivation for not resetting the flip-flop after each packet.
Closer examination of the above analysis reveals however
that "not resetting" is not a "eure-all.," An undesirable
situation exists if } ¢ | is not very small. If we assume %
large enough so that p, >~ 5, then Prob {(1, 1)} = Prob { (0, 0)}
=3 (% - ¢)and Prob {(1,0)} = Prob {(0,1)} = 3(%+¢).

23
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Thus if |¢ | is not very small the probabilities associated
with pairs will be severely biased. To take an extreme éex-
ample let ¢ = 3. Then py = & {1 = (1)), hence py; = 0 and
Pzy+1 = 1. Thus the pairs (1, 1) and (0, 0) can never oceur.

If we reset the flip-flop after the arrival of each packet
theén the pair probabilities are:

Prob {(1,1)} =(44¢)® =4 + ¢ + o®

Prob {(1,0)} = (L +e) (% - e) =

o
]
)

Prob {(0,1)} = (3 -e)(s+e)=

it
]
™.

Prob {(0,0)F = (%3 -¢)® =% - e+ €%,

Comparison of these probabilities with those of the "'not
reset” situation shows that two of the pair probabilities are
improved by resetting while two have been biased a little
more,

Consideration of the probabilities associated with
nstuples shows that even for |¢ | small some of the proba-

To obtain some idea of the bias, a long count of ones
was made on each unit, This count was made under the
reset situation, A typical result for one unit is
p¥ = 499989140 based on a total sample of 5,2°°, The
results indicate that ¢ is very small.
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